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Abstract

This work is concerned with identification of Wiener systems whose outputs are measured by binary-valued sensors. The system consists of a linear FIR (Finite Impulse Response) subsystem of known order, followed by a nonlinear function with a known parametrization structure. The parameters of both linear and nonlinear parts are unknown. Input design, identification algorithms, and their essential properties are presented under the assumptions that the distribution function of the noise is known and the nonlinearity is continuous and invertible. It is shown that under scaled periodic inputs, identification of Wiener systems can be decomposed into a finite number of core identification problems. The concept of joint identifiability of the core problem is introduced to capture the essential conditions under which the Wiener system can be identified with binary-valued observations. Under scaled full-rank conditions and joint identifiability, a strongly convergent algorithm is constructed. The algorithm is shown to be asymptotically efficient for the core identification problem, hence achieving asymptotic optimality in its convergence rate. For computational simplicity, recursive algorithms are also developed.
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1 Introduction

Binary-valued sensors are commonly employed in practical systems since they are more cost effective than regular sensors. In some applications, they are the only ones available during real-time operations (Wang et al., 2002a). More importantly, binary-valued observations are the fundamental building blocks for quantized observations that are an integrated part of communication channels.

Wiener systems are typical nonlinear systems, which represent a nonlinear dynamic system with a dynamic linear part, followed by a memoryless nonlinear function, shown schematically in Fig. 1. Wiener systems have been successfully used to represent systems in many practical applications such as biological systems (Hunter & Korenberg, 1986; Wang et al., 2002b, 2004), signal processing, communications and control (Norquay et al., 1999), etc.

This paper focuses on identification of Wiener systems with binary-valued output observations. Since finite quantization may be regarded as a finite cascading of binary sensors, binary-valued observations are building blocks for quantization. When the output of a Wiener system must be measured by a binary-valued sensor or sent through a communication channel, it can be represented as a Wiener system with binary-valued or quantized output observations. Consequently, understanding identification of Wiener systems with binary-valued observations will be essential for studying both identification of nonlinear systems and impact of communication channels on system models. Binary-valued
observations supply very limited information on the system outputs, and hence introduce difficulties in system modeling, identification, and control. In Wang et al. (2003), we investigated the identification errors, time complexity, input design, and impact of disturbances and unmodeled dynamics on identification accuracy and complexity for linear systems that are modeled by impulse responses with binary-valued observations. The work was extended to rational models and unknown noise distributions in Wang et al. (2006a). Recently, the methodologies have been extended to system identification with quantized observations in Wang et al. (2006b, 2006c). Most significantly, the optimality of the identification algorithms has been established by showing the Cramér-Rao lower bound is asymptotically achieved Wang et al. (2006b).

Related works on identification with quantized output measurements can be found in Krishnamarty (1995) and Wigren (1995, 1998). Wigren (1995) considered the identification problem of linear IIR (Finite Impulse Response) systems with quantized output measurements and obtained local convergent parameter estimates by using a recursive search algorithm with approximate gradients. Based on this algorithm, Wigren (1998) studied linear FIR systems and gave global convergent identification results. Krishnamarty (1995) dealt with ARMA model with binary-valued observations, where the density of the noise is assumed to be symmetric about zero. However, the aforementioned research and our early investigations were limited to linear systems. The rest of the paper is organized as follows. The structure of Wiener systems using binary-valued observations is formulated in Section 2. It is shown in Section 3 that under scaled periodic inputs, identification of Wiener systems can be decomposed into a number of core identification problems. Basic properties of periodic signals and the concepts of joint identifiability are introduced in Section 4. Based on the algorithms for the core problems, Section 5 presents the main identification algorithms for Wiener systems. Under scaled full-rank inputs and joint identifiability, the identification algorithms for Wiener systems are shown to be strongly convergent (in the sense of convergence with probability one). Identification algorithms for the core problems are constructed in Section 6. By comparing the estimation errors with the Cramér-Rao lower bound, the algorithms are shown to be asymptotically efficient, hence achieving asymptotically optimal convergence speed. For simplicity, recursive algorithms are discussed in Section 7 that can be used to find system parameters under certain stability conditions. Illustrative examples are presented in Section 8 to demonstrate input design, identification algorithms, and convergence results of the methodologies discussed in this paper. Section 9 provides a brief summary of the findings of this paper.

2 Problem formulation

Consider the system in Fig. 2, in which

\begin{equation}
\begin{cases}
x(k) = \sum_{i=0}^{n-1} a_i u(k-i), \\
y(k) = H(x(k), \eta) + d(k),
\end{cases}
\end{equation}
Fig. 2. Wiener systems with binary-valued observations

where \( u(k) \) is the input, \( x(k) \) the intermediate variable, and \( d(k) \) the measurement noise. \( H(\cdot, \eta) : D_H \subseteq \mathbb{R} \rightarrow \mathbb{R} \) is a parameterized static nonlinear function with domain \( D_H \) and vector-valued parameter \( \eta \in \Omega_\eta \subseteq \mathbb{R}^m \). Both \( n \) and \( m \) are known. By defining \( \phi(k) = [u(k), \ldots, u(k - n + 1)]^T \) and \( \theta = [a_0, \ldots, a_{n-1}]^T \), the linear dynamics can be expressed compactly as \( x(k) = \phi(k)^T \theta \).

**Assumption A1.** The noise \( \{d(k)\} \) is a sequence of independent and identically distributed (i.i.d.) random variables with finite variance. The distribution function \( F(\cdot) \) of \( d(1) \) is known, which is continuously differentiable together with a continuously differentiable inverse \( F^{-1}(\cdot) \) and a bounded density \( f(\cdot) \) with \( f(x) \neq 0 \) for \( x \neq 0 \).

**Assumption A2.** For any given \( \eta \in \Omega_\eta \), \( H(x, \eta) \) is bounded for any finite \( x \), continuous and invertible in \( x \).

The output \( y(k) \) is measured by a binary sensor with threshold \( C \). That is, the sensor output \( s(k) = S(y(k)) \) is a function of \( y(k) \) indicating only whether \( y(k) \leq C \) or \( y(k) > C \), where \( C \) is known. We use the indicator function

\[
s(k) = S(y(k)) = I_{\{y(k)\leq C\}} = \begin{cases} 1, & \text{if } y(k) \leq C, \\ 0, & \text{otherwise} \end{cases}
\]  

(2)

to represent the sensor.

**Remark 1.** The threshold \( C \) has significant impact on identification accuracy. For the binary series estimation algorithm employed in Wigren (1995), it was shown that for improving identification accuracy, it is necessary to have \( C \neq 0 \) and is desirable that signal energy is centered around \( C \). In Wang et al (2003), \( C \neq 0 \) is also shown to be required in the worst-case identification framework. However, this constraint is no longer relevant under the stochastic framework introduced in Wang et al. (2003).

This paper employs the approach of empirical measures. While this approach requires the knowledge of noise distribution functions (Wang et al., 2003), or its estimation (Wang et al., 2006a), the essential requirement is that the input and \( C \) are selected such that \( C - y(k) \) lies within the support of the noise density \( f(\cdot) \) (otherwise, \( s_k \equiv 0 \) or \( s_k \equiv 1 \), w.p.1., and the sensor does not provide useful information on \( y_k \). If \( f(\cdot) \) has infinite support, such as the normal distribution, theoretically any \( C \) is valid. However, the Cramér-Rao lower bound, which will be derived subsequently, will characterize precisely the impact of \( C \) selection on identification accuracy in this approach. In other words, it is desirable to design \( C \) and inputs to minimize the Cramér-Rao lower bound. Threshold selection is studied in depth in (Wang et al., 2006c) and will not be explored further in this paper.

Parametrization of the static nonlinear function \( H(\cdot, \eta) \) depends on specific applications. Often, the structures of actual systems can provide guidance in selecting function forms whose parameters carry physical meanings (Wang et al., 2002b, 2004). On the other hand, when a black-box approach is employed, namely, the models represent input/output relationships based on data only, one may choose some generic structures for theoretical and algorithm development. For instance, a common structure is \( H(x, \eta) = \sum_{i=0}^{m-1} b_i h_i(x) \), where \( h_i(x), i = 0, \ldots, m - 1 \), are base functions and \( \eta = [b_0, b_1, \ldots, b_{m-1}]^T \in \mathbb{R}^m \) is a vector of \( m \) unknown parameters. For example, the typical polynomial structure is

\[
H(x, \eta) = \sum_{i=0}^{m-1} b_i x^i.
\]

(3)

In this paper, we will discuss input design, derive joint estimators of \( \theta \) and \( \eta \), and establish their identifiability, convergence, convergence rates, and efficiency (optimality in convergence rate).

### 3 Basic input design and core identification problems

We first outline the main ideas of using \( 2n(m + 1) \)-scaled periodic inputs and empirical measures to identify Wiener systems under binary-valued observations. It will be shown that this approach leads to a core identification problem, for which identification algorithms and their key properties will be established.

Unlike adaptive controls, the purpose of this paper is only on parameter estimation. And the key rule for selecting inputs is to provide sufficient information to support identification accuracy. The persistent and decaying excitation conditions described in, for instance, Chen and Guo (1991), are typical conditions for traditional identification algorithms to ensure convergence and consistency of the parameter estimators. It is well established that there are many classes of persistent excitation signals. The periodic inputs are particularly useful in supporting the identification method of this paper, although theoretically many other signals can potentially be used also. Not only they provide sufficient information, but they lead to much simplified identification algorithms and well established convergence properties.
The input signal, that will be used to identify the system, is a \( 2n(m+1) \)-periodic signal \( u \) whose one-period values are \( \{ \rho_0v, \rho_0v, \rho_1v, \rho_1v, \ldots, \rho_nv, \rho_nv \} \), where \( v = (v_1, \ldots, v_n) \) to be specified.\(^1\) The scaling factors \( \{ \rho_0, \rho_1, \ldots, \rho_m \} \) are assumed to be nonzero and distinct.

If under the 2\(n \) input values \( u = (v, v) \), the linear subsystem has the following \( n \) consecutive output values at \( n, \ldots, 2n - 1 \)

\[
\delta_i = a_0u(n+i) + \cdots + a_{n-1}u(1+i), \quad i = 0, \ldots, n-1,
\]

then the output under the scaled input \( (qv,qv) \) is

\[
x(n+i) = q\delta_i, \quad i = 0, \ldots, n-1.
\]

Without loss of generality, assume \( \delta_0 \neq 0. \)\(^2\) The output of the linear subsystem contains the following \( (m+1) \)-periodic subsequence with its single period values \( \{\rho_0\delta_0, \rho_1\delta_0, \ldots, \rho_m\delta_0\} \):

\[
x(n) = \rho_0\delta_0, \quad x(3n) = \rho_1\delta_0, \quad \ldots
\]

\[
x((2m+1)n) = \rho_m\delta_0, \quad \ldots
\]

By concentrating on this subsequence of \( x(k) \), under a new index \( l \) with \( l = 1, 2, \ldots \), the corresponding output of the nonlinear part may be rewritten as

\[
\tilde{y}(l(m+1)) = H(\rho_0\delta_0, \eta_0) + \tilde{d}(l(m+1)),
\]

\[
\tilde{y}(l(m+1) + 1) = H(\rho_1\delta_0, \eta_0) + \tilde{d}(l(m+1) + 1),
\]

\[
\vdots
\]

\[
\tilde{y}(l(m+1) + m) = H(\rho_m\delta_0, \eta_0) + \tilde{d}(l(m+1) + m).
\]

The equations in (4) form the basic observation relationship for identifying \( \eta \) and \( \delta_0 \).

For \( \rho = [\rho_0, \ldots, \rho_m]^T \) and a scalar \( \delta \), we denote

\[
H(\rho\delta, \eta) = [H(\rho_0\delta, \eta), \ldots, H(\rho_m\delta, \eta)]^T.
\]

Then, (4) can be expressed as

\[
\tilde{Y}(l) = H(\rho\delta, \eta) + \tilde{D}(l), \quad l = 0, 1, \ldots
\]

where \( \tilde{y}(l) = [\tilde{y}(l(m+1)), \ldots, \tilde{y}(l(m+1) + m)]^T \) and \( \tilde{D}(l) = [\tilde{d}(l(m+1)), \ldots, \tilde{d}(l(m+1) + m)]^T \). Correspondingly, the outputs of the binary-valued sensor on \( \tilde{Y}(l) \) are \( \tilde{S}(l) = \tilde{S}(\tilde{Y}(l)), \quad l = 0, 1, \ldots \).

\(^1\) The reason for repeating each scaled vector, such as \( \rho_0v, \rho_0v, \ldots \), is to simplify algorithm development and convergence analysis, not a fundamental requirement.

\(^2\) It will become clear that when \( v \) is full rank, to be discussed later, there exists at least one \( i \) such that \( \delta_i \neq 0 \).

Let \( \tau = [\tau_0, \ldots, \tau_m]^T \triangleq [\delta, \eta]^T \). We introduce the following identification problem.

**Core Identification Problem:** Estimate the parameter \( \tau \) from observations on \( \tilde{S}(l) \).

Denote \( \zeta_i = H(\rho_i\delta, \eta), i = 0, 1, \ldots, m \). Then \( \zeta = [\zeta_0, \ldots, \zeta_m]^T = H(\rho\delta, \eta) \) and (6) can be rewritten as

\[
\tilde{Y}(l) = \zeta + \tilde{D}(l), \quad l = 0, 1, \ldots
\]

The main idea of solving the core identification problem is first to estimate \( \zeta \), and then to solve the interpolation equations

\[
\zeta_i = H(\rho_i\delta, \eta), \quad i = 0, 1, \ldots, m
\]

for \( \delta \) and \( \eta \). The basic properties on signals and systems that ensure solvability of the core identification problem will be discussed next.

## 4 Properties of inputs and systems

We first establish some essential properties of periodic signals and present the idea of joint identifiability, which will play an important role in the subsequent development. Some related ideas can be found in Horn and Johnson (1985), Lancaster and Tismenetsky (1985), Wang et al. (2006a).

### 4.1 Generalized circulant matrices and periodic inputs

An \( n \times n \) generalized circulant matrix (Lancaster & Tismenetsky, 1985)

\[
T = \begin{bmatrix}
v_n & v_{n-1} & \cdots & v_1 \\
v_1 & v_n & \cdots & v_2 \\
v_2 & v_1 & \cdots & v_3 \\
\vdots & \ddots & \ddots & \vdots \\
v_{n-1} & v_{n-2} & \cdots & v_n
\end{bmatrix}
\]

is completely determined by its first row \( [v_n, \ldots, v_1] \) and \( q \), which will be denoted by \( T(q, [v_n, \ldots, v_1]) \). In the special case of \( q = 1 \), the matrix in (9) is called circulant matrix and will be denoted by \( T([v_n, \ldots, v_1]) \).

**Definition 1.** An \( n \)-periodic signal generated from its single-period values \( (v_1, \ldots, v_n) \) is said to be full rank if the circulant matrix \( T([v_n, \ldots, v_1]) \) is full rank.

An important property of circulant matrices is the following frequency-domain criterion.

**Lemma 1.** (Horn & Johnson, 1985) If \( T = T(q, [v_n, \ldots, \)
nomial is det(T) = \prod_{k=1}^{n} q_{\gamma_k}, \quad (10)

where \( \gamma_k \) is the discrete Fourier transform (DFT) of \( v_j q^{-j}, j = 1, \ldots, n \).

\[ \gamma_k = \sum_{j=1}^{n} v_j q^{-j} e^{-i\omega_k j}, \quad \omega_k = \frac{2\pi k}{n}, \quad k = 1, \ldots, n. \]

Hence, \( T \) is full rank if and only if \( \gamma_k \neq 0, k = 1, \ldots, n. \)

Proof. Let \( P = \begin{bmatrix} 0 & I_{n-1} \\ q & 0 \end{bmatrix} \), whose characteristic polynomial is det(\( \lambda I_n - P \)) = \lambda^n - q and eigenvalues are \( q_{\gamma_k} \gamma_k \). Then \( T \) can be represented by \( T = \sum_{j=1}^{n} v_j p^{n-j}. \) For \( P \) and \( k = 1, \ldots, n, \) if \( \lambda_k \) is the corresponding eigenvector of \( q_{\gamma_k} \gamma_k \), then

\[ T \lambda_k = \sum_{j=1}^{n} v_j p^{n-j} \lambda_k = \sum_{j=1}^{n} v_j (q_{\gamma_k} \gamma_k)^{n-j} \lambda_k = q_{\gamma_k} \lambda_k. \]

Therefore, \( q_{\gamma_k} \) is an eigenvalue of \( T \) and (10) is confirmed. By hypothesis, \( q \neq 0. \) Hence \( T \) is full rank if and only if \( \gamma_k \neq 0, k = 1, \ldots, n. \) \( \square \)

For the special case of \( q = 1 \), we have the following property.

Corollary 1. An \( n \)-periodic signal generated from \( v = (v_1, \ldots, v_n) \) is full rank if and only if its discrete Fourier transform \( \gamma_k = V(\omega_k) = \sum_{j=1}^{n} v_j e^{-j\omega_k j} \) is nonzero at \( \omega_k = \frac{2\pi k}{n}, k = 1, \ldots, n. \)

Recall that \( \mathcal{F}[v] = \{\gamma_1, \ldots, \gamma_n\} \) is the frequency samples of the \( n \)-periodic signal \( u \), where \( \mathcal{F}[:j] \) is the discrete Fourier transform. Hence, Definition 1 may be equivalently stated as “an \( n \)-periodic signal \( v \) is said to be full rank if its frequency samples do not contain 0.” In other words, the signal contains \( n \) nonzero frequency components.

Definition 2. A \( 2n(m+1) \)-periodic signal \( u \) is called a scaled full rank signal if its single-period values are \( (\rho_0 v, \rho_0 v, \rho_1 v, \ldots, \rho_m v, \rho_m v) \), where \( v = (v_1, \ldots, v_n) \) is full rank, i.e., \( 0 \notin \mathcal{F}[v]; \rho_j \neq 0, j = 1, \ldots, m, \) and \( \rho_i \neq \rho_j, i \neq j. \) We use \( \mathcal{U} \) to denote the class of such signals.

Definition 3. An \( n(m+1) \)-periodic signal \( u \) is called an exponentially scaled full rank signal if its single-period values are \( (v, q v, \ldots, q^n v) \), where \( q \neq 0 \) and \( q \neq 1, \) and \( v = (v_1, \ldots, v_n) \) is full rank. We use \( \mathcal{U}_e \) to denote this class of input signals.

4.2 Joint identifiability

Joint identifiability conditions mandate that the unknown parameters \( \delta \) and \( \eta \) can be uniquely and jointly determined by the interpolation conditions (8).

Prior information. The prior information on the unknown parameters \( \tau = [\delta, \eta]^T \) for the core identification problem is \( \tau \in \Omega \subseteq \mathbb{R}^{m+1}. \) Denote \( R^m_\Omega = \{\rho = [\rho_1, \ldots, \rho_m]^T \in \mathbb{R}^m : \rho_j \neq 0, \forall j; \rho_1 \neq \rho_j, i \neq j\} \), namely the set of all vectors in \( \mathbb{R}^m \) that contain non-zero and distinct elements.

Definition 4. Suppose that \( \triangledown \subseteq \mathbb{R}^{m+1}. \) \( H(x; \eta) \) is said to be joint identifiable in \( \Omega \) with respect to \( \triangledown, \) if for any \( \rho = [\rho_0, \ldots, \rho_m]^T \in \triangledown, \) \( H(\rho; \eta) \) is invertible in \( \Omega, \) namely \( \zeta = H(\rho; \eta) \) has a unique solution \( \tau \in \Omega. \) In this case, elements in \( \triangledown \) are called sufficiently rich scaling factors.

Depending on the parametric function forms \( H(\cdot, \eta) \) and the domain \( D_H, \) the set of sufficiently rich scaling factors can vary significantly. For example, the polynomial class of functions of a fixed order has a large set \( D. \) The polynomial class has been used extensively as the nonlinear part of Wiener systems and their approximations in Celka et al. (2001), Norquay et al. (1999), Wigren (1994).

When the base functions are polynomials of order \( m, \) \( H(x, \eta) \) can be expressed as

\[ H(x, \eta) = \sum_{j=0}^{m} b_j x^j, \quad b_m \neq 0. \] (11)

Then \( H(\rho, \delta, \eta) = \sum_{j=0}^{m} b_j \delta^j \rho_j^i, i = 0, 1, \ldots, m. \) Apparently, one cannot uniquely determine \( m + 2 \) parameters \( \delta, b_0, b_m, \ldots, b_m \) from \( m + 1 \) coefficients of the polynomial. A typical remedy to this well-known fact is normalization of the parameter set by assuming one parameter, say, \( b_1 = 1 \) for some \( l. \) In this case, the coefficient equations become \( b_j \delta^l = c_j, j \neq l \) and \( \delta^l = c_l. \) For given \( c_j, \) to ensure uniqueness of solutions \( b_j, j \neq l \) and \( \delta \) to the equations, \( l \) must be an odd number.

We now show that \( H(x, \eta) \) that satisfies Assumption A2 contains at least one non-zero odd-order term. Indeed, if \( H(x, \eta) \) contains only even-order terms, it must be an even function. It follows that \( H(x, \eta) = H(-x, \eta), \) namely it is not an invertible function. This contradicts Assumption 2.

Since \( H(x, \eta) \) contains at least one non-zero odd-order term \( b_j x^j \) for some odd integer \( l, \) without loss of gener-
ality we assume $b_l = 1$. The reduced parameter vector is $\eta_0 = [b_0, \ldots, b_{l-1}, b_{l+1}, \ldots, b_m]^T$, which contains only $m$ unknowns. Such polynomials will be called “normalized polynomial functions of order $m$.”

**Proposition 1.** Under Assumption A2, all normalized polynomial functions of order $m$ are jointly identifiable with respect to $\mathbb{R}^d$.

**Proof.** For any given $\rho = [\rho_0, \ldots, \rho_m] \in \mathbb{R}^{m+1}$, the interpolation equations

$$
\sum_{j=0}^{m} c_j \rho_j^i = \zeta_i, \text{ for } i = 0, \ldots, m
$$

(12)

can be rewritten as $\Re c = \zeta$, where $\zeta$ is defined in (7) and

$$
\Re = \begin{pmatrix}
1 & \rho_0 & \cdots & \rho_0^m \\
1 & \rho_1 & \cdots & \rho_1^m \\
\vdots & \vdots & \ddots & \vdots \\
1 & \rho_m & \cdots & \rho_m^m
\end{pmatrix},
\quad c = \begin{pmatrix}
c_0 \\
c_1 \\
\vdots \\
c_m
\end{pmatrix}.
$$

Since the determinant of the Vandermonde matrix

$$
\text{det} \Re = \prod_{0 \leq i < j \leq m-1} (\rho_j - \rho_i) \neq 0
$$

for distinct $\rho_i, i = 0, \ldots, m-1$, we have $c = \Re^{-1} \zeta$. Furthermore, the equation $\delta^i = c_i$ yields the unique solution $\delta = (c_i)^{1/i} \neq 0$ by hypothesis. Then, $b_j = c_j / \delta^j$, $j \neq l$, solve uniquely for the remaining parameters. Consequently, $\Re(\rho; \eta_0)$ is invertible as a joint function of $\delta$ and $\eta_0$. This implies that $H(x, \eta_0)$ is jointly identifiable with respect to any vector in $\mathbb{R}^m$. \hfill \Box

Other basis can also be used. For instance, $H(x, \eta) = \eta + e^x$, where $\eta \neq 0$. Under the prior information $\Omega = \{[\delta, \eta]^T : \delta > 0, \eta \neq 0\}$, consider $\Upsilon = \{[\rho_0, \rho_1] : \rho_0 > 0, \rho_1 < 0\}$. The interpolation equations are

$$
\begin{cases}
\eta + e^{\rho_0 \delta} = \zeta_0 \\
\eta + e^{\rho_1 \delta} = \zeta_1.
\end{cases}
$$

These imply

$$
e^{\rho_0 \delta} - e^{\rho_1 \delta} = \zeta_0 - \zeta_1.
$$

(13)

It is easily seen that for $\rho_0 > 0$ and $\rho_1 < 0$, the derivative of (14) is $\frac{d}{d\delta}(e^{\rho_0 \delta} - e^{\rho_1 \delta}) = \rho_0 e^{\rho_0 \delta} - \rho_1 e^{\rho_1 \delta} > 0$. Hence, (14) has a unique solution, which indicates that $H(x, \eta)$ is jointly identifiable with respect to $\Upsilon$.

Joint identifiability is certainly not a trivial condition. For the above function form $H(x, \eta) = \eta + e^x$, $\Upsilon$ cannot be expanded to $\mathbb{R}^2$. Indeed, if one selects $\rho_0 = -2$, $\rho_1 = -1$, $\zeta_0 = 1.075$, $\zeta_1 = 1.2$, then (13) becomes

$$
\begin{cases}
\eta + e^{-2\delta} = 1.075 \\
\eta + e^{-\delta} = 1.2.
\end{cases}
$$

$\delta = 0.158$, $\eta = 0.346$ solve the equations. By definition, $H(x, \eta) = \eta + e^x$ is not jointly identifiable with respect to $\mathbb{R}^2$.

5 Identification algorithms

Based on periodic inputs and joint identifiability, we now derive algorithms for parameter estimates and prove their convergence.

**Assumption A3.**

i) The prior information on $\theta$ and $\eta$ is that $\theta \neq 0$, $\eta \neq 0$, $\theta \in \Omega_\theta$ and $\eta \in \Omega_\eta$ such that under $\Omega_\theta$ and $\Omega_\eta$, the set $\Upsilon$ of sufficiently rich scaling factors is non-empty.

$C - y(k)$ lies within the support of the noise density $f(.)$ for $k = 1, 2, \ldots$.

ii) $H(x, \eta)$ is jointly identifiable with respect to $\Upsilon$ and continuously differentiable with respect to both $x$ and $\eta$.

By using the vector notation, for $j = 1, 2, \ldots$,

$$
X(j) = [ x(2(j-1)(m+1)n + n), \ldots, x(2j(m+1)n + n - 1)]^T,
$$

$$
Y(j) = [ y(2(j-1)(m+1)n + n), \ldots, y(2j(m+1)n + n - 1)]^T,
$$

$$
\Phi(j) = [ \phi(2(j-1)(m+1)n + n), \ldots, \phi(2j(m+1)n + n - 1)]^T,
$$

$$
D(j) = [ d(2(j-1)(m+1)n + n), \ldots, d(2j(m+1)n + n - 1)]^T,
$$

$$
S(j) = [ s(2(j-1)(m+1)n + n), \ldots, s(2j(m+1)n + n - 1)]^T,
$$

(15)

the observations can be rewritten in block form as

$$
\begin{cases}
Y(j) = H(X(j), \eta) + D(j), \\
X(j) = \Phi(j) \theta.
\end{cases}
$$

The input is a scaled $2n(m+1)$-periodic signal with single period values

$$(\rho_0 v, \rho_0 v, \rho_1 v, \rho_1 v, \ldots, \rho_m v, \rho_m v),$$

where $v = (v_1, \ldots, v_n)$ is full rank.
By periodicity, \( \Phi(j) = \Phi \), for all \( j \) and \( \Phi \) can be decomposed into \( 2(m+1) \) submatrices \( \Phi_i, i = 1, \ldots, 2(m+1) \), of dimension \( n \times n \): \( \Phi = [\Phi_1^T, \Phi_2^T, \ldots, \Phi_{2(m+1)}^T]^T \). Denote the \( n \times n \) circulant matrix \( \Phi = T([v_0, \ldots, v_{1}]) \). Then the odd-indexed block matrices satisfy the simple scaling relationship

\[
\Phi_1 = \rho_0 \Phi, \quad \Phi_3 = \rho_1 \Phi, \quad \ldots, \quad \Phi_{2m+1} = \rho_m \Phi. \tag{16}
\]

**Remark 2.** In \( (\rho_0 v, \rho_0 v, \rho_1 v, \rho_1 v, \ldots, \rho_m v, \rho_m v) \), there are always two identical subsequences \( \rho_i v, i = 0, \ldots, m \) appearing consecutively. The main reason for this input structure is to generate block matrices that satisfy the above scaling relationship (16).

**Remark 3.** We use the following notation for element-wise vector functions. For a scalar function \( g(\cdot) \) and a vector \( x = [x_1, \ldots, x_l]^T \in \mathbb{R}^l \), the boldface symbol \( g(x) \) represents

\[
g(x) = [g(x_1), \ldots, g(x_l)]^T \in \mathbb{R}^l. \tag{17}
\]

In addition, if \( g(x) \) is invertible, \( g^{-1}(x) \) represents the component-wise inverse

\[
g^{-1}(x) = [g^{-1}(x_1), \ldots, g^{-1}(x_l)]^T \in \mathbb{R}^l. \tag{18}
\]

Similarly, for \( \alpha = [\alpha_1, \ldots, \alpha_l]^T \in \mathbb{R}^l \) and \( c = [c_1, \ldots, c_l]^T \in \mathbb{R}^l \), we use the vector notation \( I_{\{\alpha \leq c\}} = [I_{\{\alpha_1 \leq c_1\}}, \ldots, I_{\{\alpha_l \leq c_l\}}]^T \). \( I_l \) and \( 0_l \in \mathbb{R}^l \) will denote column vectors with all components being 1 and 0, respectively. For a given threshold \( C, C_l = C I_l \in \mathbb{R}^l \).

5.1 Identification algorithms for the core problem

For the core problem (7), let

\[
\tilde{z}(N) = \frac{1}{N} \sum_{l=0}^{N-1} \tilde{S}(l) = \frac{1}{N} \sum_{l=0}^{N-1} I\{\tilde{D}(l) \leq C_{m+1} - H(\rho \delta, \eta)\},
\]

which is the empirical distribution of \( \tilde{D}(k) \) at \( C_{m+1} - H(\rho \delta, \eta) \). Define

\[
\tilde{\xi}(N) = \begin{cases} 
\tilde{z}(N), & \text{if } 0 < \tilde{z}(N) < 1; \\
\frac{1}{N}, & \text{if } \tilde{z}(N) = 0;
\end{cases}
\]

Then, by the strong law of large numbers,

\[
\tilde{z}(N) \to p = F(C_{m+1} - H(\rho \delta, \eta)), \quad \text{w.p.1.} \tag{20}
\]

By Assumption A1, \( F \) has a continuous inverse. Hence,

\[
\xi(N) = C_{m+1} - F^{-1}(\tilde{\xi}(N)) \to \xi = C_{m+1} - F^{-1}(p) = H(\rho \delta, \eta) \quad \text{w.p.1.}
\]

By Assumption A3, \( H \) is invertible as a function of \( \tau = [\delta, \eta]^T \). As a result, \( \tau(N) = H^{-1}(\xi(N)) \to \tau \) w.p.1. In summary, we have the following theorem.

**Theorem 1.** Under Assumptions A1-A3, let \( \tau(N) = H^{-1}(\xi(N)) = H^{-1}(C_{m+1} - F^{-1}(\tilde{\xi}(N))) \). Then

\[
\tau(N) \to \tau \quad \text{w.p.1 as } N \to \infty. \tag{21}
\]

**Proof.** Under Assumptions A1 and A2, \( H^{-1} \) and \( F^{-1} \) are continuous. By the above analysis, we have

\[
\tau(N) = H^{-1}(C_{m+1} - F^{-1}(\tilde{\xi}(N))) \\
\to H^{-1}(C_{m+1} - F^{-1}(p)) = H^{-1}(\xi) = \tau \quad \text{w.p.1.} \quad \square
\]

5.2 Parameter estimates of the original problem

Parameter estimates are generated as follows. Define

\[
z(N) = \frac{1}{N} \sum_{l=0}^{N-1} S(l) \quad \text{and}
\]

\[
\xi(N) = \begin{cases} 
z(N), & \text{if } 0 < z(N) < 1; \\
\frac{1}{N}, & \text{if } z(N) = 0;
\end{cases}
\]

Then, the strong law of large numbers yields that

\[
z(N) \to \xi = F(C_{2(m+1)n} - H(\rho \delta, \eta)) \quad \text{w.p.1.} \tag{23}
\]

---

3 The even-indexed block matrices are not used in the proof.

4 This modification is to avoid the points \( \tilde{z}(N) = 0 \) or \( \tilde{z}(N) = 1 \) since the distribution function \( F(\cdot) \) is not invertible at these points. Since the probability of these points are asymptotically zero as \( N \to \infty \), the consequent analysis and conclusions will not be affected by this modification. As a result, this modification will not be explicitly stated in the subsequent proofs and development.
Equations in (23) for system (1) contain the following

\[ H(\rho, \Phi \theta; \eta) = C_n - F^{-1}(\xi^j), j = 0, \ldots, m. \]

We now show that this subset of equations are sufficient to determine \( \theta \) and \( \eta \) uniquely.

**Theorem 2.** Suppose \( u \in \mathcal{U} \). Under Assumptions A1-A3,

\[ \xi = F(C_{2n(m+1)} - H(\Phi \theta, \eta)) \]

has a unique solution \( (\theta^*, \eta^*) \).

**Proof.** Consider the first block \( \Phi_1 \theta \) of \( \Phi \theta \). Since \( v \) is full rank, \( \Phi_1 \) is a full rank matrix. It follows that for any nonzero \( \theta, \Phi_1 \theta \neq 0_n \). Without loss of generality, suppose that the \( i^{th} \) element \( \delta \) of \( \Phi_1 \theta \) is nonzero. By construction of \( \Phi \), we can extract the following \( m \) nonzero elements from \( \Phi \theta \): the \( (2n+i^*) \) element, \( l = 0, \ldots, m \), is \( \rho_i \delta \). Extracting these rows from the equation \( H(\Phi \theta, \eta) = C_{2n(m+1)} - F^{-1}(\xi) \) leads to a core problem

\[ H(\rho \delta, \eta) = C_n - F^{-1}(\tilde{\xi}), \]

where \( \rho = [\rho_0, \rho_1, \ldots, \rho_m]^T \). Since \( \delta \neq 0 \) and \( \rho \) has distinct elements, \( \delta \rho \) has distinct elements. Hence, \( H(\rho \delta; \eta) \) is jointly identifiable. It follows that (25) has a unique solution \( (\delta^*, \eta^*) \).

From the derived \( \eta^* \), we denote the first \( n \) equations of \( H(\Phi \theta, \eta) = C_{2n(m+1)} - F^{-1}(\xi) \) by

\[ H(\Phi \theta, \eta^*) = C_n - F^{-1}(\xi^1). \]

By Assumption A2, \( H^{-1}(x; \eta^*) \) exists (as a function of \( x \)). Since \( v \) is full rank, \( \Phi = T([v_0, \ldots, v_1]) \) is invertible. As a result, \( \theta^* = \Phi^{-1}H^{-1}(C_n - F^{-1}(\xi^1), \eta^*) \) is the unique solution to (26). This completes the proof. \( \square \)

A particular choice of the scaling factors \( \rho_j \), \( \rho_j = q^j \), \( j = 0, 1, \ldots, m \) for some \( q \neq 0 \) and \( q \neq 1 \). In this case, the period of input \( u \) can be shortened to \( n(m+1) \) under a slightly different condition.

Let \( \xi(N) \) be defined as in (22), with dimension changed from \( 2n(m+1) \) to \( n(m+1) \). By the strong law of large numbers, as \( N \to \infty \),

\[ \xi(N) \to \xi = F(C_{n(m+1)} - H(\Phi \theta, \eta)) \] w.p.1

for some \( n(m+1) \times n \) matrix \( \Phi \). Partition \( \Phi \) into \( (m+1) \) submatrices \( \Phi_i \), \( i = 1, \ldots, m+1 \), of dimension \( n \times n \):

\[ \Phi^* = [(\Phi_1^T, (\Phi_2^T, \ldots, (\Phi_{m+1}^T)^T)]^T. \]

If \( u \in \mathcal{U}_c \), then it can be directly verified that \( \Phi_{i+1}^T = q^i \Phi = q^i T([v_0, \ldots, v_1]), l = 0, 1, \ldots, m \). We have the following result, whose proof is similar to that of Theorem 2 and hence is omitted.

**Theorem 3.** Suppose \( u \in \mathcal{U}_c \). Under Assumptions A1-A3,

\[ \xi = F(C_{n(m+1)} - H(\Phi \theta, \eta)) \]

has a unique solution \( (\theta^*, \eta^*) \).

5.3 Identification algorithms and convergence of estimates

The \( \xi(N) = [\xi_0(N), \ldots, \xi_{2n(m+1)−1}(N)]^T \) in (22) has \( 2n(m+1) \) components for a scaled full rank signal \( u \in \mathcal{U} \). But there are only \( n + m \) unknown parameters. Consider \( \Phi \theta = [\delta_0, \ldots, \delta_{n−1}]^T \). We separate the components to \( n \) groups, for \( i = 0, \ldots, n − 1 \),

\[ \epsilon^i(N) = [\xi_0(N), \xi_{i+2n}(N), \ldots, \xi_{i+2nm}(N)]^T. \]

Let \( \delta_i(N) \) and \( \eta_i(N) \) satisfy

\[ \epsilon^i(N) = [\epsilon_{0}^i(N), \ldots, \epsilon_n^i(N)]^T = F(C_{m+1} - H(\rho \delta_i(N), \eta_i(N))). \]

Then, by (23) we have

\[ \epsilon^i(N) \to \epsilon_i = F(C_{m+1} - H(\delta_i \rho, \eta)). \]

If \( \delta_i \neq 0 \), (31) becomes a core identification problem. Furthermore, since \( \theta \neq 0 \) and \( \Phi \) is full rank, there exists \( i^* \) such that \( \delta_{i^*} \neq 0 \). The identification algorithms include the following steps:

1: Calculate \( i^* = \arg\max_i |\delta_i| \) to choose nonzero \( \delta_i \).
2: If there exists \( j \neq k \) such that \( \epsilon^j(N) = \epsilon^k(N) \), then let \( \delta_i(N) = 0 \) and \( \eta_i(N) = 0_m \). Otherwise, \( \delta_i(N) \) and \( \eta_i(N) \) are solved from (30). Let \( i^*(N) = \arg\max_i |\delta_i(N)| \), where “argmax” means the argument of the maximum.
3: Under core identification problem. \( \eta(N) = \eta_i(N) \).
4: \( \xi^*(N) = \arg\max_i |\delta_i(N)| \to \xi^* = \arg\max_i |\delta_i| \), w.p.1.

**Theorem 4.** Suppose \( u \in \mathcal{U} \). Under Assumptions A1, A2, and A3,

\[ \theta(N) \to \theta, \eta(N) \to \eta \] w.p.1 as \( N \to \infty \).

**Proof.** By Assumption A2, \( \delta_i(N) \) and \( \eta_i(N) \) can be solved from step 1. By core identification problems, if \( \delta_i \neq 0 \), \( \delta_i(N) \to \delta_i \) w.p.1 as \( N \to \infty \). Hence,

\[ i^*(N) = \arg\max_i |\delta_i(N)| \to i^* = \arg\max_i |\delta_i|, \quad \text{w.p.1.} \]
Since there exists $\delta_i \neq 0$, we have $\delta_i, \neq 0$. By (21), we have
\[ \delta(N) \to \delta_i, \eta(N) \to \eta, \text{ as w.p.1 as } N \to \infty. \]
For $\xi^*(N) = [\xi_0(N), \xi_1(N), \ldots, \xi_{i-1}(N)]^T, \xi^*(N) \to \xi^* = F(C_n - H(\phi \theta, \eta)) \text{ w.p.1, so as } N \to \infty,$
\[
\theta(N) = \Phi^{-1} H^{-1}(C_n - F^{-1}(\xi^*(N)), \eta(N)) \\
= \Phi^{-1} H^{-1}(C_n - F^{-1}(\xi^*), \eta) = \theta, \text{ w.p.1.}
\]
\[
\square
\]
Similarly, for an exponentially scaled full rank signal $u \in \mathcal{U}_e$, the identification algorithms can be constructed and its convergence can be derived similarly.

6 Asymptotic efficiency of the core identification algorithms

The identification of the core problem contains the main idea of the algorithms constructed in Section 5. In this section, the efficiency of the core identification algorithms will be established by comparing the error variance with the Cramér-Rao lower bound.

6.1 Asymptotic analysis of empirical measures

Suppose that $F_N(x)$ is the $N$-sample empirical distribution of the noise $d$ at $x \in \mathbb{R}$. Let $\nu_N(x) = \sqrt{N}(F_N(x) - F(x))$.

**Lemma 2.** Under Assumption A1, the following assertions hold.

a) For any compact subset $S \subset \mathbb{R}$, $\sup_{x \in S} |F_N(x) - F(x)| \to 0$ w.p.1 as $N \to \infty$.

b) $\nu_N(\cdot)$ converges weakly to $\nu(\cdot)$, a stretched Brownian bridge process such that the covariance of $\nu(\cdot)$ is given by $\text{Cov}(\nu(x), \nu(y)) = \min\{F(x), F(y)\} - F(x)F(y), \forall x, y \in \mathbb{R}$.

**Remark 4.** In the above, Assertion a) is the well-known Glivenko-Cantelli Theorem (p. 103, Billings, 1968), whereas b) is a rate of convergence result on the sampling distribution. Lemma 2 b) indicates that $\nu_N(\cdot)$ converges to $\nu(\cdot)$. By virtue of the Skorohod representation (p. 230, Kushner & Yin, 2003, with a slight abuse of notation), we may assume that $\nu_N(\cdot) \to \nu(\cdot)$ w.p.1 and the convergence takes place uniformly on any compact set.

From (19), the $i$-th component $\tilde{\xi}_i(N)$ of $\tilde{\xi}(N)$ is the $N$-sample empirical distribution of $d(k)$ at $C - H(\rho, \eta)$, denote $\mu_i(N) = \sqrt{N}(\tilde{\xi}_i(N) - p_i)$. Since $\tilde{d}(i), i = 1, 2, \ldots$ are i.i.d., for $0 \leq i \leq m$,
\[ P\{\tilde{s}(k(m+1) + i) = 1\} = P\{\tilde{s}(i) = 1\} = p_i. \]

Hence, the expectation $E\tilde{s}(i) = p_i, E(\tilde{s}(i) - p_i)^2 = p_i(1 - p_i)$, and for $0 \leq i < j \leq m, E(\tilde{s}(i) - p_i)(\tilde{s}(j) - p_j) = 0$.

Since $\tilde{d}(i), i = 1, 2, \ldots$ are i.i.d., for $i \neq j$, $\mu_i(N)$ and $\mu_j(N)$ are independent, hence $E\mu_i(N)\mu_j(N) = 0$. Also, $E(\mu_i(N))^2 = NE(\tilde{\xi}_i(N) - p_i)^2 = p_i(1 - p_i)$. Let $\mu(N) = [\mu_1(N), \ldots, \mu_{m+1}(N)]^T$. Then, the above expressions imply that
\[ E\mu(N)\mu(N)^T \to V \text{ as } N \to \infty \]
\[ = \text{diag}(p_0(1 - p_0), \ldots, p_m(1 - p_m)). \]

In view of Lemma 2,
\[ \mu(N) \sim N(0, V) \text{ as } N \to \infty. \]

That is, $\mu(N)$ converges in distribution to a normal random vector with mean $0$ and covariance $V$.

6.2 Asymptotic analysis of identification errors

The following analysis of identification errors is generic, and hence is described without reference to specific algorithms. For simplicity, for $x \in \mathbb{R}$, denote $B(x) = C - F^{-1}(x)$. Then, by (20) we have
\[ p = [p_0, \ldots, p_m] = F(C_{m+1} - \zeta) = B^{-1}(\zeta), \]
where $\zeta$ is denoted as $\zeta = [\zeta_0, \ldots, \zeta_m]^T$. Let $g(\zeta) = [g_0(\zeta), \ldots, g_m(\zeta)]^T = H^{-1}(\zeta)$. Then, $\zeta(N), \tau(N)$ in Theorem 1 and $\tau = [\tau_0, \ldots, \tau_m]^T$ can be written as
\[ \zeta(N) = B(\tilde{\xi}(N)), \tau(N) = g(\zeta(N)), \tau = g(B(p)). \]

The estimation error for $\tau$ is $e(N) = [e_0(N), \ldots, e_m(N)]^T = \tau(N) - \tau$.

For $\tau = g(\zeta)$, the Jacobian matrix is
\[
J(g(\zeta)) = \frac{\partial g(\zeta)}{\partial \zeta} = \begin{bmatrix}
\frac{\partial g_0(\zeta)}{\partial \zeta_0} & \cdots & \frac{\partial g_0(\zeta)}{\partial \zeta_m} \\
\vdots & \ddots & \vdots \\
\frac{\partial g_m(\zeta)}{\partial \zeta_0} & \cdots & \frac{\partial g_m(\zeta)}{\partial \zeta_m}
\end{bmatrix},
\]
and for $\zeta = H(\tau)$,
\[
J(H(\tau)) = \frac{\partial H(\tau)}{\partial \tau} = \begin{bmatrix}
\frac{\partial h_0(\tau)}{\partial \tau_0} & \cdots & \frac{\partial h_0(\tau)}{\partial \tau_m} \\
\vdots & \ddots & \vdots \\
\frac{\partial h_m(\tau)}{\partial \tau_0} & \cdots & \frac{\partial h_m(\tau)}{\partial \tau_m}
\end{bmatrix}.
\]
Since $\zeta = H(\tau)$, we have

\[
J(g(\zeta))J(H(\tau)) = \frac{\partial g(\zeta)}{\partial \zeta} \frac{\partial H(\tau)}{\partial \tau} = \frac{\partial g(H(\tau))}{\partial \tau} = \frac{\partial \tau}{\partial \tau} = I_{m+1}.
\]

As a result, $J(g(\zeta)) = J(H(\tau))^{-1}$. From (35), we have $\zeta_i = B(p_i)$, $i = 0, \ldots, m$. It follows that the Jacobian matrix for $\zeta = B(p)$ is

\[
J(B(p)) = \text{diag}(\frac{\partial B(p_0)}{\partial p_0}, \ldots, \frac{\partial B(p_m)}{\partial p_m}),
\]

and for $p = B^{-1}(\zeta)$,

\[
J(B^{-1}(p)) = \text{diag}(\frac{\partial B^{-1}(\zeta_0)}{\partial \zeta_0}, \ldots, \frac{\partial B^{-1}(\zeta_m)}{\partial \zeta_m}).
\]

**Theorem 5.** Under Assumptions A1, A2, and A3, $N \sigma^2(e(N)) = N E e(N) e(N)^T \to \Lambda$, as $N \to \infty$, where $\Lambda = WW^T$ with $W = J(g(\zeta))J(B(p))$ and $V$ being given by (33).

**Proof.** See Appendix A.

### 6.3 Cramér–Rao lower bound and asymptotic efficiency

Consider $N$ blocks of $m + 1$ observations for the core identification problem. We first derive the Cramér–Rao lower bound based on these $N(m + 1)$ observation data. The Cramér-Rao lower bound is denoted as $\sigma^2_{CR}(N)$. To proceed, we first derive a lemma and then Theorem 6 follows.

**Lemma 3.** The Cramér-Rao lower bound for estimating the parameter $\tau$, based on observations of $(\bar{S}(k))$, is $\sigma^2_{CR}(N) = \Lambda/N$.

**Proof.** This follows directly from Theorem 5 and Lemma 3.

---

5 The convergence in Theorem 5 is valid for disturbances whose probability density functions are in an exponential class: For some $\alpha > 0$ and $\beta > 0$, $f(x) \geq \beta e^{-\alpha x^2}$. This implies that $f(x)$ does not go to zero faster than the exponential function of $x^2$ as $x \to \infty$. Since all commonly encountered density functions are in this class, for clarity and simplicity of presentation, we will not state this condition explicitly.

### 7 Recursive algorithms and convergence

This section develops a recursive algorithm for estimating $(\theta^*, \eta^*)$. The essence is to treat the parameters $(\theta, \eta)$ jointly. Define $\Theta = [\theta^T, \eta^T]^T \in \mathbb{R}^{(n + m) \times 1}$. For an $(n + m) \times 2n(m + 1)$ matrix $M$, and for each $\xi$, define

\[
G(\Theta, \xi) = M[\xi - F(C_{2n(m+1)} - H(\Phi(\theta, \eta))].
\]

It is easily seen that the purpose of the matrix $M$ is to make the function under consideration “compatible” with the dimension of the vector $\Theta$. We use the following recursive algorithm for parameter estimation

\[
\Theta(k+1) = \Theta(k) + \beta_k G(\Theta(k), \xi(k)), \quad k = 0, 1, \ldots,
\]

where $S(k+1)$ is defined in (15). In the above algorithm, $\beta_k$ is a sequence of step sizes satisfying $\beta_k \geq 0$, $\sum_{k=1}^{\infty} \beta_k = \infty$, $\beta_k \to 0$, and

\[
\frac{\beta_k - \beta_{k+1}}{\beta_k} = O(\beta_k) \text{ as } k \to \infty.
\]

Take for instance, $\beta_k = 1/k^\alpha$ with $0 < \alpha \leq 1$. Then, the condition (39) is satisfied. Commonly used step sizes include $\beta_k = O(1/k^\alpha)$ with $(1/2) < \alpha \leq 1$.

Associated with (38), consider an ordinary differential equation (ODE)

\[
\dot{\Theta} = \overline{C}(\Theta),
\]

where $\overline{C}(\Theta) = M(\xi - F(C_{2n(m+1)} - H(\Phi(\theta, \eta)))$. $\Theta^*$ is the unique stationary point of (40). To proceed, we assume the following assumption holds.

**Assumption A4.** The ODE (40) has a unique solution for each initial condition: $\Theta^* = (\theta^*, \eta^*)$ is an asymptotically stable point of (40); $H(\gamma)$ is continuous in its arguments together with its inverse.

**Remark 5.** A sufficient condition to ensure the asymptotic stability of (40) can be obtained by linearizing $M(\xi - F(C_{2n(m+1)} - H(\Phi(\theta, \eta)))$ about its stationary point $\Theta^*$. Under this linearization, if the Jacobian matrix $-M(\partial F(C_{2n(m+1)} - H(\Phi(\theta^*, \eta^*))))/\partial \Theta$ is a stable matrix (that is, all of its eigenvalues are on the left-hand side of the complex plane), the required asymptotic stability follows.

**Theorem 7.** Under Assumptions A1–A4, $\xi(k) \to \xi$ and $\Theta(k) \to \Theta^*$ w.p.1 as $k \to \infty$. 

---
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Thus, the asymptotic rate of change of \( \sum G_k \) define the shifted sequence by \( \Theta_k \). To this end, we use the ODE methods to complete the proof.

We will use the basic convergence theorem (Theorem 6.1.1, p. 166 in Kushner & Yin, 2003). Thus, all needed is to verify the conditions in the aforementioned theorem hold. Note that we do not have a projection now, but in our recursion \( \mathbf{P} \) is used and is uniformly bounded. In view of Assumptions A1–A4, as explained in (Section 6.2, p. 170 of Kushner & Yin, 2003), to verify the conditions in the theorem, we need only show that a “rate of change” condition (see p. 137 in Kushner & Yin, 2003, for a definition) is satisfied. Thus, the remaining proof is to verify this condition.

Define \( t_0 = 0, \ t_k = \sum_{i=0}^{k-1} \beta_i \), and let \( m(t) \) be the unique value \( k \) such that \( t_k \leq t < t_{k+1} \) when \( t \geq 0 \), and set \( m(t) = 0 \) when \( t < 0 \). Define the piecewise constant interpolation as \( \Theta^0(t) = \Theta(k) \) for \( t_k \leq t < t_{k+1} \), and define the shifted sequence by \( \Theta^k(t) = \Theta^0(t + t_k), \ t \in (-\infty, \infty) \). Using the ODE methods, we can show the sequence of functions \( \Theta^k(\cdot) \) converges to the solution of desired limit ODE. For \( m = 1, 2, \ldots, \) and a fixed \( \Theta \), denote

\[
\Xi(m) = \sum_{i=0}^{m-1} \left[ G(\Theta, \xi(i)) - \overline{G}(\Theta) \right],
\]
and \( \Xi_0 = 0 \). In view of (37), \( G(\cdot, \cdot) \) is a continuous function in both variables \( \Theta \) and \( \xi \).

We note that by a partial summation, for any \( m, j \geq 0, \)

\[
\sum_{i=j}^{m} \beta_i [G(\Theta, \xi(i)) - \overline{G}(\Theta)] = \beta_m \Xi(m+1) - \beta_m \Xi(j) + \sum_{i=j}^{m-1} \Xi(i+1) - \Xi(j)](\beta_i - \beta_{i+1}).
\]

Taking \( m = m(t) - 1 \) and \( j = 0 \), and recalling \( \Xi_0 = 0 \), we obtain

\[
\sum_{i=0}^{m(t)-1} \beta_i [G(\Theta, \xi(i)) - \overline{G}(\Theta)] = \beta_m \Xi(m(t)) + \sum_{i=0}^{m(t)-2} \Xi(i+1) \frac{\beta_i - \beta_{i+1}}{\beta_i} \beta_i.
\]

It is readily seen that as \( k \to \infty, \beta_k \Xi(k) \to 0 \) w.p.1. Thus, the asymptotic rate of change of \( \sum_{i=0}^{m(t)-1} \beta_i [G(\Theta, \xi(i)) - \overline{G}(\Theta)] \) is zero w.p.1. Then by virtue of Theorem 6.1.1 in Kushner and Yin (2003), the limit ODE is precisely (40). The asymptotic stability of the ODE then leads to the desired result.

\[\square\]

**Remark 6.** Note that in (38), we could include additional random noises (representing the measurement noise and other external noise). The treatment remains essentially the same. We choose the current setup for notational simplicity.

### 8 Illustrative examples

In this section, we illustrate convergence of estimates from the algorithms developed in this paper. The noise is gaussian distributed zero mean and known variance, although the algorithms are valid for all distribution functions that satisfy Assumption A1. The identification algorithm of Section 5 is shown in Example 1, and the asymptotic efficiency is also illustrated for the core identification problem. Example 2 illustrates the recursive algorithm. The estimates of parameters are shown to be convergent in both cases.

**Example 1.** Consider

\[
\begin{align*}
\{ y(k) &= H(x(k), \eta) + d(k) = b_0 + e^r(k) + d(k), \\
x(k) &= a_1 u(k-1) + a_2 u(k-2),
\end{align*}
\]

where the noise \( \{d(k)\} \) is a sequence of i.i.d. normal random variables with \( Ed_1 = 0, \sigma_d^2 = 1 \). For normal distribution, the support is \( (-\infty, \infty) \). The output is measured by a binary-valued sensor with threshold \( C = 3 \). The linear subsystem has order \( n = 2 \). The nonlinear function is parameterized as \( b_0 + e^r \). The prior information on \( b_0 \) and \( a_i, \ i = 1, 2 \) is that \( b_0, a_i \in [0.5, 5] \). Suppose the true values of unknown parameters are \( \theta = [a_1, a_2] = [0.7, 0.63] \) and \( \eta = b_0 = 1.1 \).

For \( n = 2 \) and \( m = 1 \), the input should be \( 2n(m+1) = 8 \)-periodic with single period \( u = [\rho_0 v, \rho_0 v, \rho_1 v, \rho_1 v] \).

By Section 4.2, \( H(x, \eta) \) is jointly identifiable with respect to \( \Upsilon = \{(\rho_0, \rho_1) : \rho_0 > 0, \rho_1 < 0\} \). Let \( v = [1, 1, 2], \rho_0 = 1 \) and \( \rho_1 = -1 \). Define the block variables \( X(j), Y(j), \Phi(j), D(j) \) and \( S(j) \), in the case of an 8-periodic input, \( \Phi(j) = \Phi = [\Phi_1^T, \ldots, \Phi_4^T]^T \), where \( \Phi_1 = \rho_0 \Phi = \begin{bmatrix} v_2 & v_1 \\ v_1 & v_2 \end{bmatrix} \) and \( \Phi_3 = \rho_1 \Phi \). Using (22), we can construct the algorithms in Section 5.3.

The estimates of \( \theta \) and \( \eta \) are shown in Fig. 3, where the errors are measured by the Euclidean norm. The algorithms are simulated for five times. It is shown that both parameter estimates of the linear and nonlinear subsystems converge to their true values. In this simulation \( \eta(N) \) demonstrates a higher convergence speed than \( \theta(N) \). A possible explanation is that \( \eta(N) \) is updated
first, and then used to obtain $\theta(N)$. As a result, convergence on $\theta(N)$ can occur only after the error $\eta(N) - \eta$ is reduced.

![Fig. 3. Joint identification errors of $\theta$ and $\eta$](image)

To understand reliability of the estimation schemes, the estimation algorithms are performed 500 times of total data length 2000 each. Estimation errors for each run are recorded at $N = 500$, $N = 1000$, and $N = 2000$. The error distributions are calculated by histograms in Figure 4, which illustrate improved estimation accuracy with respect to data length $N$ and are consistent with the theoretical analysis.

Consider the core identification problem of (41)

$$\hat{Y}(l) = H(\rho\delta, \eta) + \tilde{D}(l) = b_0 \mathbb{1}_2 + e^{\rho\delta} + \tilde{D}(l),$$

where $\delta = \alpha_0 v_2 + \alpha_1 v_1 \neq 0$ and $\rho = [\rho_0, \rho_1]^T$. The convergence of $N[\sigma^2(e(N)) - \sigma^2_{CR}(N)]$ in Theorem 6 is shown in Fig. 5, where the error is measured by the Frobenius norm.

**Example 2.** We use the same system and inputs as in Example 1. The recursive algorithms in Section 7 are now used.

Let $\rho_1 = 0.5$ and $\Theta = [\theta^T, \eta^T]^T$. For system (41), the ODE (40) becomes

$$\dot{\Theta} = M[\xi - F(C_S - b_S \mathbb{1}_S - \exp(\Phi\theta))].$$

Choose $\beta_k = \frac{1}{k}$ and

$$M = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \end{bmatrix}.$$

Then the Jacobian matrix can be calculated to be

$$J(\Theta) = -M[\partial F(C_S - b_S \mathbb{1}_S - \exp(\Phi\theta))/\partial \Theta] = \begin{bmatrix} -0.660 & -0.247 & -0.429 \\ -0.242 & -0.645 & -0.434 \\ -0.210 & -0.079 & -0.397 \end{bmatrix}.$$

The eigenvalues of $J(\Theta)$ are $[-1.08, -0.402, -0.220]$. 

![Fig. 4. Estimation error distributions](image)

![Fig. 5. Asymptotic efficiency](image)
which are all less than 0. As a result, the Jacobin matrix $J(\eta)$ is stable.

Let $\Theta(k) = [\theta(k)^T, \eta(k)^T]^T$ be the estimates of $\Theta = [\theta^T, \eta^T]^T$. Then the recursive algorithms can be constructed as follows: First, set $\beta_k = 1/k$, $\Theta(1) = [1.5, 1.5, 1.5]^T$, and $\xi_1 = 0$. The estimates are then updated according to (38). Convergence of $\Theta$ is shown in Fig. 6, where the errors are measured by the Euclidean norm and the algorithms are simulated for five times.

![Fig. 6. Estimation errors of $\Theta$ using recursive algorithms](image)

**Remark 7.** It is easy to see that when $\theta(N) \to \theta$ and $\eta(N) \to \eta$, the prediction of the output $H(\Phi\theta, \eta)$ converges to the true output $H(\Phi\theta, \eta)$. This implies that one can use the parameter estimation errors as a good indicator for output prediction errors. For this reason, the output prediction errors are not plotted here.

### 9 Concluding remarks

In this paper, identification of Wiener systems with binary-valued output observations is studied. Unlike traditional approximate gradient methods or covariance analysis, we employ the methods of empirical measures. Under assumptions of known disturbance distribution function, invertible nonlinearity and joint identifiability, identification algorithms, convergence properties, and identification efficiency are derived.

We have assumed that the structure and order of the linear dynamics and nonlinear function are known. The issues of unmodelled dynamics (for the linear subsystem when the system order is higher than the model order) and model mismatch (for the nonlinear part when the nonlinear function does not belong to the model class) are not included in this paper, mainly due to page limitations. Irreducible identification errors due to unmodelled dynamics were characterized in Wang, et al (2003). The impact of model mismatch on identification errors were presented in Yin, et al (2006).

There are many potential extensions of the results in this paper. For example, when the sensor threshold value and/or the noise distribution function are unknown, combined identification of systems, distribution functions and sensor thresholds is of practical importance. Some related results can be found in Wang, et al (2006a). For other typical nonlinear structures, such as Hammerstein systems and kernel systems, similar identification problems can be pursued.

### A Appendices

**Appendix A: Proof of Theorem 5.** Consider

$$e_i(N) = \tau_i(N) - \tau_i = g_i(\zeta_i(N)) - g_i(\zeta), \quad i = 0, \ldots, m,$$

where $\zeta(N) = [\zeta_0(N), \ldots, \zeta_m(N)]^T$, $\tau(N) = [\tau_0(N), \ldots, \tau_m(N)]^T$, $\tau$ and $\zeta$ are given by (36) and (7), respectively. Denote

$$\Omega(N) = [\min\{\zeta_0(N), \zeta_0\}, \max\{\zeta_0(N), \zeta_0\}] \times \cdots \times [\min\{\zeta_m(N), \zeta_m\}, \max\{\zeta_m(N), \zeta_m\}]$$

as the Cartesian product (p. 3, Royden, 1988) of sets $[\min\{\zeta_i(N), \zeta_i\}, \max\{\zeta_i(N), \zeta_i\}]$, for $i = 0, \ldots, m$.

For $j = 0, \ldots, m - 1$, denote

$$\tilde{\zeta}_j(N) = [\zeta_0, \ldots, \zeta_j, \zeta_{j+1}(N), \ldots, \zeta_m]^T,$$

$$\tilde{\zeta}_{-1}(N) = [\zeta_0(N), \ldots, \zeta_m(N)]^T$$

and $\tilde{\zeta}_m(N) = \zeta$. Then

$$e_i(N) = g_i(\zeta_i(N)) - g_i(\zeta) = \sum_{j=-1}^{m-1}[g_i(\tilde{\zeta}_j(N)) - g_i(\tilde{\zeta}_{j+1}(N))].$$

Since $H(\cdot)$ is continuous, by the well-known mean value theorem, there exists $\lambda_{ij}(N) \in \Omega(N)$ for $j = 0, \ldots, m$ such that

$$g_i(\tilde{\zeta}_j(N)) - g_i(\tilde{\zeta}_{j+1}(N)) = \frac{\partial g_i(\lambda_{ij}(N))}{\partial \zeta_j}(\zeta_j(N) - \zeta_j),$$

which implies

$$e_i(N) = \sum_{j=0}^{m} \frac{\partial g_i(\lambda_{ij}(N))}{\partial \zeta_j}(\zeta_j(N) - \zeta_j) = \left[\frac{\partial g_i(\lambda_{i0}(N))}{\partial \zeta_0}, \ldots, \frac{\partial g_i(\lambda_{im}(N))}{\partial \zeta_m}\right](\zeta(N) - \zeta).$$

Thus

$$e(N) = L(N)(\zeta(N) - \zeta), \quad (A.1)$$
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where
\[
L(N) = \left[ \begin{array}{c}
\frac{\partial g_0(\lambda_{00}(N))}{\partial \xi_0} & \ldots & \frac{\partial g_0(\lambda_{0n}(N))}{\partial \xi_m} \\
\frac{\partial g_m(\lambda_{00}(N))}{\partial \xi_0} & \ldots & \frac{\partial g_m(\lambda_{0n}(N))}{\partial \xi_m}
\end{array} \right].
\]

Since \( \zeta(N) = B(\tilde{\xi}(N)), \) \( i = 0, 1, \ldots, m, \) by the mean value theorem, there exists \( \kappa_i(N) \) on the line segment \( \tilde{\xi}_i(N) \) and \( p_i \) such that

\[
\zeta(N) - \zeta = \text{diag}(\partial B(\kappa_0(N)), \ldots, \partial B(\kappa_m(N))) \times (\xi(N) - p),
\]

Moreover, as \( N \to \infty, \) w.p.1, \( L(N) \text{diag}(\partial B(\kappa_0(N)), \ldots, \partial B(\kappa_m(N))) \to W. \) (A.3)

Using (A.1), and by virtue of (34), (A.2), and (A.3), as \( N \to \infty, N E_c(e(N))^T \to WVW^T = \Lambda. \)

**Appendix B: Proof of Lemma 3.** Let \( x(k) \) take values in \( \{0, 1\} \). The likelihood function, which is the joint distribution of \( \tilde{s}(1), \ldots, \tilde{s}(N(m + 1)) \), depending on \( \tau = [\tau_0, \ldots, \tau_m]^T = [\delta, \eta]^T \), is given by

\[
l(N) = P(\tilde{s}(1) = x(1), \ldots, \tilde{s}(N(m + 1)) = x(N(m + 1)); \tau) = \prod_{k=0}^m P(\tilde{s}(kn + 1) = x(kn + 1), \ldots, \tilde{s}(kn + m + 1) = x((k + 1)n); \tau).
\]

Replace \( x(k) \)'s by their corresponding random elements \( \tilde{s}(k) \)'s, and denote the resulting quantity by \( l \) in short. Then, we have

\[
\log l(N) = \log \prod_{k=0}^m p_k(\tau)^N \tilde{\xi}(N)(1 - p_k(\tau))^{N(1 - \tilde{\xi}(N))}
\]

\[
= N \sum_{k=0}^m [\tilde{\xi}(N) \log p_k(\tau) + (1 - \tilde{\xi}(N)) \log(1 - p_k(\tau))],
\]

\[
\frac{\partial \log l(N)}{\partial \tau_i} = N \sum_{k=0}^m \left[ \frac{\tilde{\xi}(N)}{p_k} - \frac{1 - \tilde{\xi}(N)}{1 - p_k} \right] \frac{\partial p_k}{\partial \tau_i} \frac{\partial \tilde{\xi}(N)}{\partial \tau_i},
\]

\[
\frac{\partial \log l(N)}{\partial \tau} = \left[ \frac{\partial \log l(N)}{\partial \tau_0}, \ldots, \frac{\partial \log l(N)}{\partial \tau_m} \right]^T.
\]

Furthermore, for \( i, j = 0, \ldots, m, \)

\[
\frac{\partial^2 \log l(N)}{\partial \tau_i \partial \tau_j} = N \sum_{k=0}^m \left[ \frac{\tilde{\xi}_k(N)}{p_k} - \frac{1 - \tilde{\xi}_k(N)}{1 - p_k} \right] \frac{\partial p_k}{\partial \tau_i} \frac{\partial p_k}{\partial \tau_j}
\]

\[\leq \frac{\tilde{\xi}_k(N)}{p_k} + \frac{1 - \tilde{\xi}_k(N)}{1 - p_k} \frac{\partial^2 p_k}{\partial \tau_i \partial \tau_j}.\]

As a result,

\[
E \frac{\partial^2 \log l(N)}{\partial \tau_i \partial \tau_j} = N \sum_{k=0}^m \left[ \frac{\tilde{\xi}_k(N)}{p_k} - \frac{1 - \tilde{\xi}_k(N)}{1 - p_k} \right] \frac{\partial^2 p_k}{\partial \tau_i \partial \tau_j}
\]

\[= -N \sum_{k=0}^m p_k(1 - p_k) \frac{\partial p_k}{\partial \tau_i} \frac{\partial p_k}{\partial \tau_j}
\]

\[= -N \sum_{k=0}^m \frac{1}{p_k(1 - p_k)} \frac{\partial p_k}{\partial \tau_i} \frac{\partial \tilde{\xi}_k}{\partial \tau_j},\]

and

\[
E \frac{\partial^2 \log l(N)}{\partial \tau \partial \tau} = -NW^{-1}V^{-1}(W^T)^{-1}.
\]

The Cramér-Rao lower bound is then given by

\[
\sigma^2_{\text{C.R.}}(N) = -\left( E \frac{\partial^2 \log l(N)}{\partial \tau \partial \tau} \right)^{-1} = \frac{WVW^T}{N} = \frac{\Lambda}{N}.
\]
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